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Abstract: The accuracy of satellite image classification and the computational complexity is reduced due to the image's 

noisy pixels. Therefore, spatial contextual information-based classifiers are required to handle the noisy pixels and 

obtain the neighborhood information. This paper represents Noise clustering (NC) based Markov Random Field (MRF) 

models (SP, DA (H1, H2, H3, and H4)) that handle the noisy pixels and provide the information. The Smoothing Prior 

(SP) and Discontinuity Adaptive (DA) models are useful for reducing noise by smoothing the images and showing the 

boundary of classes, respectively. This study has carried out a comparative study among MRF model-based NC 

classifiers SP and DA for different distance measures and parameters. MRF models based on NC classifiers were tested 

for classifying Eucalyptus, Water, Riverine sand, Grassland, Dense Forest, and Wheat classes using the Formosat-2 and 

Landsat-8 multispectral images of the Haridwar area. The DA (H1) model provides the best overall accuracy (85.09%) 

for m=1.3, λ=0.2, δ=104,γ=0.8, and Mean Absolute Difference. 
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1. Introduction  

 

A hard/conventional classification technique does not 

look after the neighborhood pixel and noisy pixel 

information of land cover classes. The neighborhood, 

noisy and mixed pixels are essential in the gradual 

boundary change problem. To incorporate this problem, 

many researchers implemented the “Soft Classification” 

approach; these techniques follow fuzzy logic theory and 

the fuzzy set applied to handle the problem of noisy and 

mixed pixels (Fisher 1997). The occurrence of noisy 

pixels degrades the accuracy of image classification 

(Singh and Garg 2017). The fuzzy based-approach 

allocates individual pixels to one or more classes. Fuzzy 

classification is also known as the soft classification 

technique (Binaghi and Rampini 1993). Fuzzy 

classification is illustrated by Possibilistic c-means 

(PCM) (Krishnapuram and Keller 1993), Fuzzy c-means 

(FCM) (Bezdek et.al, 1984), and Noise Clustering (NC) 

(Dave and Krishnapuram 1997). This paper concentrates 

on NC classifiers proposed by Dave R. N. (1991) to 

handle the sensitivity of the FCM algorithm from noisy 

and outlier pixels. The NC classifier introduced the 

additional cluster that is supposed to contain all outliers. 

This classifier minimizes the noise and outliers but does 

not give spatial contextual information. This information 

provides the neighboring pixel relationship, which helps 

handle mixed and noisy pixels and offers good accuracy 

results. The spatial context represents the relation 

between the adjacent pixels. 

 In order to extract the neighborhood pixel 

information and handle the noisy pixel, MRF models 

were introduced in the NC classifier, which is a visionary 

approach to considering spatial contextual information 

(Geman and Geman 1984). MRF models were initially 

introduced for computer vision, image processing, and 

statistical physics; recently, this model has been applied 

to classify and interpret remote sensing images (Zhang et 

al. 2011). MRF model considers the spatial attraction 

among pixels in the images. The property of contextual 

information is implemented using Smoothness Priors 

(SP). It smooths the images to reduce the noise, but it 

does not take about the edges or boundaries of classes in 

the smoothing process (Li 1995). DA model overcomes 

the problem of over-smoothing and is used for edge 

enhancement (Li 1995). Various applications need of 

MRF model to distinctly extract the information. Solberg 

et al. (1996) used the MRF model to classify the satellite 

images, and it was observed that the MRF model 

obtained 2% higher classification accuracy. Tso and 

Olsen (2005) analyzed that the MRF method increased 

classification accuracy as well as visual interpretation. 

Zhang et al. (2011) reported that MRF based model 

improved the classification accuracy. To increase the 

overall accuracy and reduce the noisy data and outliers, 

this paper studies the outcome of the MRF model-based 

NC classifier concerning various distance measures and 

different parameters. This optimized algorithm may be 

used to create a land use land cover map that can be used 

in integration with hazard maps to prepare a risk map for 

the desired area, agricultural mapping, and other fields 

that require a highly accurate LULC map  (Rawat et al. 

2022a; Saha et. al, 2022; Rawat et al. 2022b; Suman et.al, 

2022) 

The aims of this study show how different 

parameters (fuzziness factor (m), beta (β), lambda (λ), 

and gamma (γ)) and distance measures affect the MRF 

model with NC as the basic classifier. This study gives 

the optimized algorithm concerning different distance 

measures and parameters that handle the noisy data and 

enhance accuracy. A fuzzy Error Matrix (FERM) 

(Binaghi et al. 1999) has been implemented in this paper 

to obtain the overall accuracy of the classified output.  

 

2. Mathematical details of NC and MRF Model 
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2.1. Noise Clustering 

Noise clustering classifiers introduced a new cluster to 

contain all outliers to increase the accuracy (Davé and 

Krishnapuram 1997). Noise distance (δ) has an essential 

role in selecting which membership values lie on the new 

clusters. The NC algorithm objective function was given 

in eq. (1): 

 

The membership value, mean value, and noise distance 

were obtained from eq. (2), eq. (3), and eq. (4) 

respectively, and updated this equation in equation 1 to 

get the objective function of the NC classifier. 

 

𝑢𝑘𝑖 =
1

∑ [
‖𝑥𝑖 − 𝑣𝑘‖2

‖𝑥𝑖 − 𝑣𝑗‖
2 ]𝑐

𝑗=1

1
𝑚−1

+ [
‖𝑥𝑖 − 𝑣𝑘‖2

𝛿2 ]

1
𝑚−1

  
 

 

(2) 

 

 

Here, 𝑢𝑘𝑖= Degree of membership represents of ith pixel 

for cluster k,𝑥𝑖= ith d-dimensional measured data,𝑣𝑘= 
mean value (cluster center) of the kth class, m = 

Fuzziness factor (with a real value greater than one),  N = 

total no of a pixel in the image, 𝑣𝑗= mean value 

(cluster center) of the jth class, C =Number of classes, 

δ= Noise Distance,‖𝑥𝑖 − 𝑣𝑘‖= distance between𝑥𝑖 and 

𝑣𝑘and ‖𝑥𝑖 − 𝑣𝑗‖= distance between 𝑥𝑖 and 𝑣𝑗 . 

 

2.2. Discontinuity Adaptive (DA)  

 Discontinuity Adaptive (DA) is an important technique 

in the MRF model. This model conserves the edges and 

boundaries of classes. The required condition for a 

regulizer to be DA is defined in eq. (5) (Smits and 

Dellepiane 1997). 

 

lim
𝑛→∞

|𝑔′(ƞ)|= lim
𝑛→∞

|2ƞℎ(ƞ)|=c (5) 

                          c = constant (cε[0,∞]) 

 The DA model (H1, H2, H3, and H4) is shown in eqs. 

(6-9). 

 𝑔1𝛾(ƞ)=-γ𝑒
ƞ2

𝛾  
(6) 

 

 𝑔3𝛾(ƞ) = 𝛾 ln (1 +
ƞ2

𝛾
)  (8) 

2.3. Smoothing Prior (SP) 

The MRF Smoothing Prior (SP) gives context 

information. It provides the concerned pixel as well as 

neighboring pixel information. A prior probability 

mathematically gave the smoothness assumption in the 

form of energy (Li 1995). For representing the prior 

energy, an analytical regulizer is implied. The basic 

structure of the regulizer is given in eqs. (10). 

U(f) = prior energy,  represents the 𝑛𝑡ℎ order 

regularizer, 𝜆𝑛=weighting factor, where(𝜆𝑛>=0)               

and𝑔(𝑓𝑛(𝑥)) =potential function. 

 

3. Study Area and Dataset Used 

 

The study area (Figure 1.) for this research was the 

Haridwar district in the Indian state of Uttarakhand. This 

study lies between latitudes 29°49'14" and 29°52'21” and 

longitudes 78°9'17” and 78°13'4”. The coverage area is 

5.92×5.95 km2, north to south and east to west. This 

study area mainly contains Eucalyptus, Riverine sand, 

Water, Grassland, Dense Forest, and Wheat to examine 

the different fuzzy classifier methods. Table 1. shows the 

specification of Landsat-8 and Formosat-2 sensors used 

in this study 

. 

Table 1. Specification of Landsat-8 and Formosat2 

 sensors 

 𝐽𝑚 = ∑ ∑ 𝑢𝑘𝑖
𝑚‖𝑥𝑖 − 𝑣𝑘‖2

𝐶

𝑘=1

𝑁

𝑖=1

+ ∑ 𝛿2

𝑁

𝑖=1

(1 −   ∑ 𝑢𝑘𝑖

𝐶

𝑘=1

)

𝑚

 

 

(1) 

 

𝑣𝑘 =
∑ (𝑢𝑘𝑖)

𝑚𝑥𝑖
𝑁
𝑘=1

∑ (𝑢𝑘𝑖)
𝑚𝑁

𝑘=1

 

 

(3) 

𝛿2 =  𝜆 [
∑ ∑ ‖𝑥𝑖 − 𝑣𝑘‖2𝑁

𝑖=1
𝐶−1
𝑘=1

𝑛(𝑐 − 1)
]  (4) 

Specification Landsat-8 Formosat-2 

Spatial 

Resolution 

(m) 

30 m 8 m 

Spectral 
Resolution 

(μm) 

B1: 0.450-0.515 μm 

(Blue) 
B2: 0.525-0.600 μm 

(Green) 

B3: 0.630-0.680 μm 

(Red) 

B4: 0.845-0.885 μm 

(Near Infrared) 

B1: 0.45-0.52 μm (Blue) 

B2: 0.52-0.60 μm (Green) 

B3: 0.63-0.69 μm (Red) 

B4: 0.76-0.90 μm (Near Infrared) 

Revisit Period Repeat every 16 days Daily 

𝑔2𝛾(ƞ)=
−𝛾

1+
ƞ2

𝛾

    (7) 

 

𝑔4𝛾(ƞ)=𝛾|ƞ|-𝛾2 ln (1 +
|ƞ|

𝛾
) (9) 

 

U(F) =∑ 𝑈𝑛(𝑓)𝑁
𝑛=1 =∑ 𝜆𝑛 ∫ 𝑔(𝑓𝑛(𝑥))𝑑𝑥

𝑏

𝑛
𝑁
𝑛=1  (10) 

𝑔(𝑓𝑛(𝑥))=g(n)=ƞ2 (11) 
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Figure 1. Study Area 

 

4. Methodology Adopted 

 

Figure 2 shows the methodology used for this study. This 

research focused on studying the effect of various 

parameters and distance measures by applying the NC as 

base classifiers for the MRF model. NC was used as the 

base classifier for MRF models, including contextual and 

spatial information (SP and DA (H1, H2, H3, and H4). 

The fraction output images from Landsat-8 and 

Formosat-2 were classified, and reference datasets were 

created. Various parameters were employed in this study, 

including λ (0.2-0.9) and γ (0.1-9) with a period of 0.1, m 

(1.1-3), and β (1-9) with intervals of 0.2 and 1, 

respectively. In the SP algorithm, the γ and m parameters  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

were used, whereas, in the DA algorithm, β and m 

parameters were used. Mean Absolute Difference 

(Vassiliadis et al. 1998), Median Absolute Difference 

(Scollar et al, 1984), Normalized Square Euclidean 

(Hasnat et al. 2013), Canberra(Agarwal et.al, 2009), 

Manhattan (Hasnat et al. 2013), Chessboard (Baccour and 

John 2014) and Braycurtis (Bray and Curtis 1957), 

Cosine (Senoussaoui et al. 2014), Correlation (Székely et. 

al, 2007), and Euclidean (Baccour and John 2014) are 

different distance measures.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Methodology Adopted 
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The following steps show the adopted methodology. 

 

Step 1: The satellite images were classified using the 

MRF model, which used NC as the base classifier for 

various parameters and distance measures, with m=1.1 

and δ=104. 

Step 2: The optimized parameters have been obtained for 

the classified images' overall accuracy (OA). 

Step 3:  Obtained optimum parameters and different m 

values between 1.1 and 3 with a period of 0.2 were 

applied to classify the MRF model with NC as the base 

classifier. 

Step 4: Finally, the Accuracy Assessment optimized the 

approach for various distance measures and parameters. 

 

 

5. Results and Discussion 

 

In this research,  results were divided mainly 

into two parts. In the first part, the optimized parameter 

was obtained for SP and DA. The second part used 

optimized parameters to obtain the optimized MRF model 

technique, where NC was applied as the base classifier. 

The graph was built between parameters (λ, γ, β) and 

Overall Accuracy (OA) for various distance measures. 

Figure 3 shows the DA (H1) (Figure 3(a-h)) and 

DA (H2) (Figure 3 (i–p)) algorithm applying NC as base 

classifier overall accuracy concerning γ and distance 

measures for the various value of λ (0.2-0.9) with an 

interval of 0.1 

Table 2 represents the interpretation of Figure 3. 

It shows maximum overall accuracy for H1 and H2 using 

NC as the base classifier for the combination of distance 

measures and γ for different values of λ where m=1.1. 

 

 

 

 

Figure 4 depicts the DA (H3) (Figure 4 (a-h)) and DA 

(H4) (Figure 4 (i–p)) algorithms for overall accuracy with 

regard to γ and distance measures for various values of 

(0.2-0.9) with an interval of 0.1 applying NC as a base 

classifier. 

Table 3 obtains the analysis of Figure 4. It 

represents maximum overall accuracy for H3 and H4 

using NC as the base algorithm for the combination of 

distance measures and γ for the various value of λ where 

m=1.1 

Figure 5 represents the SP algorithm using NC 

as a base classifier for overall accuracy concerning γ and 

distance measures for the various value of λ (0.2-0.9) 

with an interval of 0.1 

Table 4 represents the interpretation of Figure 5. 

It shows maximum overall accuracy for SP using NC as 

the base classifier for the combination of distance 

measures and γ for different values of λ where m=1.1. 

Table 5 shows the highest overall accuracy of 

SP and DA (H1, H2, H3, H4) for various parameters (λ, 

γand β) and distance measurements where 'm'=1.1 using 

the basic classifier NC. Figure 6 was created using 

several distance measures between m and overall 

accuracy (OA), applying optimized parameters obtained 

from Table 5. Figure 6 depicts the NC, DA, and SP 

algorithms, with NC acting as the basic classifier for 

determining the optimal approach for different distance 

measures and m values. 

Table 6 represents the inference of Figure 6. It 

shows the highest OA occurred for NC and NC based 

MRF model for different m value and distance measures. 

Table 7 represents the maximum overall 

accuracy obtained from the various algorithms (DA (H1, 

H2, H3, and H4), SP, and NC) for m value and distance 

measures. 

 

 

 

 

 

 DA(H1) DA(H2) 

λ γ 

Overall 

Accuracy 

(OA) 

Distance Measures γ 

Overall 

Accuracy 

(OA) 

Distance Measures 

0.2 0.8 84.93 
Mean Absolute 

Difference 
0.8 1.79 Canberra 

0.3 0.7 83.88 Canberra 0.9 1.86 Bray-Curtis 

0.4 0.7 83.22 Bray-Curtis 0.9 16.92 Chessboard 

0.5 0.7 82.51 
Mean Absolute 

Difference 
0.9 24.66 Chessboard 

0.6 0.8 83.12 
Mean Absolute 

Difference 
0.9 49.26 Canberra 

0.7 0.7 82.52 Canberra 0.9 63.98 Chessboard 

0.8 0.8 83.58 
Mean Absolute 

Difference 
0.8 69.94 

Mean Absolute 

Difference 

0.9 0.7 84.32 
Mean Absolute 

Difference 
0.8 79.58 Bray-Curtis 

Table 2. Maximum overall accuracy for H1 and H2 using NC as a base classifier for the combination of 

distance measures and γ for different values of λ where m=1.1 
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Braycurtis Canberra Chessboard Cosine Correlation Euclidean 

Manhattan Mean Absolute Difference Median Absolute Difference Normalized Square Euclidean 

Legend 

Figure 3. Comparison of Overall Accuracy in Discontinuity Adaptive Prior (DA) (H1) figure 3 (a-h) where DA 

(H2) figure 3 (i-p) using base classifier NC for applying different distance measures and m=1.1 
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Braycurtis Canberra Chessboard Cosine Correlation Euclidean 

Manhattan Mean Absolute Difference Median Absolute Difference Normalized Square Euclidean 

Legend 

Figure 4. Comparison of Overall Accuracy in Discontinuity Adaptive Prior (DA) (H3) figure 4 (a-h) where DA 

(H4) figure 4 (i-p) using base classifier NC for applying different distance measures and m=1.1 
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Figure 5.  Comparison of Overall Accuracy in Smoothing Prior (SP) using base classifier NC for applying different 

distance measures and m=1.1 
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Table 3. Maximum overall accuracy for H3 and H4 using NC as a base classifier for the combination of distance 

measures and γ for different values of λ where m=1.1 

 

 

Table 4. Maximum overall accuracy for SP using NC as a base classifier for the combination of distance           

measures and γ for different values of λ where m=1.1 

 

 

Table  5. Maximum overall accuracy of  H1, H2, H3, H4, and Smoothing Prior (SP) using base classifier  NC for 

various distance measures and parameters (λ, γ, and β) where ‘m’=1.1 

 

 DA(H3) DA(H4) 

λ γ 
Overall Accuracy 

(OA) 
Distance Measures γ 

Overall Accuracy 

(OA) 
Distance Measures 

0.2 0.9           0.83 Cosine 0.9 1.68 Chessboard 

0.3 0.8           15.1 Chessboard 0.9 1.52 Chessboard 

0.4 0.7 34.24 
Mean Absolute 

Difference 
0.9 2.72 Chessboard 

0.5 0.9 62.70 Chessboard 0.8 15.63 Chessboard 

0.6 0.8 65.93 Canberra 0.9 35.50 
Mean Absolute 

Difference 

0.7 0.9 73.61 Bray Curtis 0.9 61.11 Chessboard 

0.8 0.7 77.08 Canberra 0.7 73.27 
Mean Absolute 

Difference 

0.9 0.9 82.16 
Mean Absolute 

Difference 
0.9 77.99 Canberra 

 SP 

λ β Overall Accuracy (OA) Distance Measures 

0.2 9 13.78 Normalized Square Euclidean 

0.3 9 20.53 Normalized Square Euclidean 

0.4 9 47.29 Mean Absolute Difference 

0.5 9 49.44 Canberra 

0.6 8 67.95 Chessboard 

0.7 7 69.21 Chessboard 

0.8 8 70.55 Mean Absolute Difference 

0.9 9 73.46 Bray-Curtis 

Maximum 

Overall 

Accuracy 

Bray 

Curtis 
Canberra Chessboard Correlation Cosine Euclidean Manhattan 

Mean 

Absolute 

Difference 

Median 

Absolute 

Difference 

Normalized 

Square 

Euclidean 

H1 (λ/ γ) 
83.22 

0.4/0.7 

83.99 

0.9/0.2 

80.56 

0.8/0.3 

68.68 

0.7/0.1 

73.83 

0.2/0.6 

25.5 

0.8/0.3 

38.22 

0.2/0.2 

84.93 

0.2/0.8 

80.02 

0.4/0.2 

77.42 

0.8/0.6 

H2 (λ/ γ) 
79.58 

0.9/0.8 

74.98 

0.9/0.9 

74.40 

0.9/0.8 

56.18 

0.9/0.9 

64.32 

0.9/0.8 

16.48 

0.9/0.9 

24.73 

0.9/0.9 

78.41 

0.9/0.8 

66.59 

0.9/0.9 

68.94 

0.9/0.8 

H3 (λ/ γ) 
80.46 

0.9/0.8 

79.73 

0.9/0.9 

76.75 

0.9/0.8 

60.13 

0.9/0.9 

69.38 

0.9/0.8 

16.69 

0.9/0.8 

14.55 

0.9/0.8 

82.16 

0.9/0.9 

74.38 

0.9/0.8 

74.23 

0.9/0.8 

H4 (λ/ γ) 
77.24 

0.9/0.8 

77.99 

0.9/0.9 

75.40 

0.9/0.9 

56.62 

0.9/0.9 

67.11 

0.9/0.9 

16.17 

0.9/0.8 

18.15 

0.9/0.8 

75.83 

0.9/0.9 

70.44 

0.9/0.9 

70.02 

0.9/0.9 

SP (λ/ β) 
73.46 

0.9/9 

71.45 

0.9/9 

70.76 

0.9/7 

55.79 

0.9/4 

63.73 

0.8/4 

15.82 

0.8/9 

19.82 

0.8/9 

71.96 

0.9/8 

60.99 

0.8/9 

62.81 

0.8/6 
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Figure 6. Comparison of Overall Accuracy in Discontinuity Adaptive Prior (DA) (H1, H2, H3, H4), Smoothing 

Prior (SP) and NC  respectively for different m(1.1-3.0) and distance measures (a) Bray Curtis (b) Canberra (c) 

Chessboard (d) Correlation (e) Cosine (f) Euclidean (g) Manhattan (h) Mean Absolute Difference (i) Median 

Absolute Difference (j) Normalized Square Euclidean 
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Table 6. Highest OA occurred for NC and NC-based MRF models for different m value and distance measures 

 

 

Table 7. The maximum overall accuracy of different algorithms using NC and NC based DA and SP 

algorithms concerning m and distance measures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusion 

 

Traditional classification methods did not yield 

information on noisy and nearby pixels. On the other 

hand, the MRF model method takes care of the noisy and 

nearby pixels. This paper used Various MRF models, 

such as SP and DA (H1, H2, H3, and H4), to optimize the 

approach while considering distance measures and 

different parameters λ, β, γ, and m). The NC classifier as 

a base for SP and DA (H1, H2, H3, and H4) compares 

various distance measures and parameters to achieve the 

best technique. With γ =0.8, δ =104, m =1.3, and λ =0.2, 

DA (H1) provided the highest overall accuracy of 85.09 

% for Mean Absolute Difference distance measures. This 

study will also help find the optimized parameters (γ, β, 

m, and λ) and distance measures for MRF models (SP 

and DA) by applying NC as a base classifier to obtain the 

highest accuracy and classify the images perfectly. 
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Algorithm m Distance Measures Overall Accuracy (%) 

DA(H1) 1.3 Mean Absolute Difference 85.09 

DA(H2) 1.3 Bray-Curtis 81.37 

DA(H3) 1.3 Canberra 82.53 

DA(H4) 1.3 Bray-Curtis 82.04 

SP 1.3 Canberra 81.08 

NC 1.1 Canberra 80.48 
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